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Introducing GutGPT – An AI Chatbot to Provide 
Interpretable and Context-Guided Risk Assessment 
for Patients with Gastrointestinal Bleeding 



Artificial Intelligence and Large Language Models (LLMs) in Medicine



Few AI Clinical Tools Have Demonstrated Clinical Benefit

24%
of randomized controlled trials 
studying a machine learning 
intervention reported a statistically 
significant improved primary 
clinical outcome 

51%
of randomized controlled trials 
studying a machine learning 
intervention were performed at a 
single site. 



Improving Human Understanding 

Blackbox nature: healthcare workers distrust these tools, leading to limited use

Translate the inner workings of a 
model through natural language

Point of care responses to relevant 
sections from sources of medical 

knowledge

AI Chatbots may help



Goals

We want to develop interpretable 
clinical risk machine learning 

models that are robust to 
distribution shifts and can transfer 

across hospitals

We want the clinical risk machine 
learning models to be implemented 

into the human clinical workflow 
effectively



Introducing



Our Vision – Artificial Intelligence as a Team Member

● Automatic extraction of structured and 
unstructured data from the electronic 
health record

● Direct interaction via natural language 
with model regarding risk stratification

● Dynamic, interpretable risk computation
● Dynamic interaction of patient 

management recommendations 
according to medical guidelines





Workflow



Adapting Large Language Models (LLM’s)

Fine-Tuning

● Involves additional training on 
model parameters to update 
pre-trained weights

● Requires access to model 
architecture 

○ Ex: BloombergGPT, Medical Bert-QA

In-Context Learning

● Examples are provided in the 
prompt and can use LLM as is

● Done at inference time

Our choice 

Why? 
● Few shot learning has already been shown to perform well (Brown et al., 

NeurIPS 2020)
● Fine tuning is expensive



Task 1: Guidelines



What are medical guidelines?

Gold standard in patient management recommendations 
for each geographic macroregion



Pre-processing the Clinical Guidelines

1. Section chunking 2. Embedding Chunks 3. Save as vector stores



Retrieval of Guidelines

What do the Asia 
Pacific guidelines 

recommend to 
prevent 

post-endoscopic 
bleeding?

Retrieve the 
relevant portions 
of the guideline

Find 
“similar” 
vectors

Score: 0.1

Score: 0.3

Score: 0.8

Query embedding

Vector
Store



What do the Asia 
Pacific guidelines 

recommend to 
prevent 

post-endoscopic 
bleeding?

Retrieved Text Engineered Prompt Ingest & Generate Response

“According to the 
Asia-Pacific guidelines, the 

use of high-dose proton 
pump inhibitors (PPIs) may 
reduce the risk of recurrent 

bleeding…”



Task 2: Risk Assessment



Machine Learning Model 

● Goal: Predict whether patients require a hospital-based intervention or 
can be safely discharged to outpatient care

● (Composite) Outcome
○ 1: Intervention required (red blood cell transfusion, endoscopic or hemostatic 

intervention) or 30-day mortality
○ 0: No intervention required

● Metrics: AUC and TNR at a 99% sensitivity threshold
● Data: EHRs from patients suspected of acute GI 

bleeding in the Yale New Haven Health System 
(YNHH)

○ Training: St. Raphael, York St. campuses (n = 3,364)
○ Test: Random split from training (n = 1,127)
○ External Validation: Bridgeport campus (n = 1,197)



Challenge: EHR data is high-dimensional

● Code classes: (p = 6,714)
○ Demographics (age, sex)
○ Nursing assessment 
○ Personal medical history (PHE, CCS, ICD codes)
○ Lab tests
○ Medications

O(100’s) of data-embedding-estimator combinations applied!

● Embedding methods: principal components analysis, canonical correlation 
analysis, variational autoencoders, 2-layer neural net, LASSO

● Estimators: LASSO, XGBoost, random forests with honesty, 2-layer and 
5-layer neural networks



Machine Learning Model

Selected model: LASSO “embedding” with random 
forest with honesty

Still a black box model 

Embed predictive model in a dashboard:
1) GutGPT chat interface
2) Interpretability metrics to guide model logic
3) Query model with hypothetical patient values

Our model 
AUC TNR

Test 0.9134 0.3156

Ext. Valid. 0.9120 0.3316











Gut-GPT as a Team Member – Validation (Trust)

Simulation Center Study (Clinical Trial #NCT05816473)

● Design clinical scenarios to address current 
recommendations of the guidelines

● Population: Residents (emergency medicine and 
internal medicine), 3rd/4th year medical students

● Randomized controlled trial
○ Arm 1: Access to GutGPT + Dashboardl Interface
○ Arm 2: Access to Dashboard Interface

● Outcomes:
○ Trust in Usability Attitude (UTAUT)
○ Qualitative Usability Study 



Gut-GPT as a Team Member – Validation (Accuracy)

Comparison with World Experts

● Design prompts (questions, clinical scenarios) that address current guideline 
recommendations (e.g., risk stratification, transfusion thresholds, endoscopy 
timing, hemostatic intervention, etc.) based on the Issuing Medical Society 
(ACG, European, Asia-Pacific)

● Ask the prompts to world experts and to GutGPT and record responses

● Similarity index: compare answers provided by GutGPT and by world experts
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Thank you! 


